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Previous studies on tunnel assessments mostly used data mining

technology to evaluate the state of tunnel structure and put forward

corresponding measures (Adoko A. et al.,2013;Mahdevari S. et

al.,2013) and they concerned with the deformation prediction of the

ring segments such as convergence. Unlike predicting the deformation

in tunnels in previous studies, the paper first provided an idea for

predicting defects and defect types using machine learning methods.

Accurately and efficiently predicting possible tunnel diseases has

important engineering guiding significance to help tunnel maintenance

departments determine the inspection scope and avoid major disasters.

In this study, three machine learning methods, the decision tree,

random forest, and XGBoost, were applied to the prediction of tunnel

structure diseases to help the tunnel maintenance department

understand the development trend of the disease and make timely

decisions on prevention and control measures.

METHODOLOGY

Decision tree (Quinlan, 1986) is a

machine learning prediction model that

represents a mapping relationship between

features and target values . The sketch map of

a decision tree is shown in Figure 1. For a

given dataset, it can be recursively split into

‘tree’ as the sketch map.Random forest (

Breiman, 2001) is an ensemble method that

combines several base estimators to improve

accuracy and stability over a single estimator.

XGBoost (Chen, 2016) is also an ensemble

method that combines several base estimators.

In this study, CART(Breiman, 1984) was used

as the base estimator, and “Gini” was used as

the loss function.

In this study, data of 68,055 segment lining rings of six subway lines in a city were fed into the machine learning models mentioned above. According to

defects records from 2014 to 2016 and corresponding convergence and characteristic data, defects conditions in 2017 were predicted and compared with real

defects conditions in 2017 to analyze the prediction effect of the models. We used four indexes, accuracy, precision, recall, and F1 values, to comprehensively

evaluate the effect of the model calculated in Table 1. We compared the real condition of tunnel segment defects with the predicted condition to generate the

confusion matrix (Figures 2–4), which represents the effect of the models. We also plotted the ROC curves of the three models and the corresponding AUC values

were calculated in the Figure 5.

CONCLUSION

Through the three models, we predicted tunnel structural defects and obtained satisfactory results. The accuracy rates were all above 90%, and the F1 values

were all above 80%.The AUC values of XGBoost model, Random Forest model, Decision Tree model are 0.94,0.93 and 0.87 respectively which means that the

algorithms we chose are robust for imbalanced engineering data. Overall, our proposed method can be useful to aid tunnel maintenance departments owing to the

high prediction accuracy rate.The prediction results can provide auxiliary decision-making assistance for tunnel maintenance departments and relevant government

regulatory departments to prevent and control tunnel structural diseases and focus on tunnel sections where serious diseases may occur so as to further clarify the

development trend of tunnel diseases.

Table 1. Evaluation indexes of the machine learning models

Algorithms Accuracy Precision Recall F1 values

Decision tree 93% 98.4% 74% 83%

Random forest 93% 98.4% 69.5% 81%

XGBoost 93% 99.8% 69% 81.4%
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Figure 1. Sketch map of a decision tree

Figure 2. Prediction results of Decision 
Tree model of binary classification

Figure 3. Prediction results of Random 
Forest model of binary classification

Figure 4. Prediction results of the XGBoost
model of binary classification

Figure 5. ROC curve and AUC 
values of the three models
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