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Figure 2. Improved Bottleneck structure
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Conclusions

By introducing the attention mechanism-

based SE block to the FCOS object
detection network, a new attention
mechanism-based object detection method
mage| is proposed in this work. The improved

performance 1is significantly improved
compared to the standard FCOS method,
meanwhile, AP value of each category is
obviously promoted.
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Figure 1. Resnet-50 structure and bottleneck module



